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2024深圳推动数据科学进步研讨会







会议时间:2024年5月20-21日
地点：深圳北理莫斯科大学主楼336


主办单位：
深圳北理莫斯科大学计算数学与控制系；
北京理工大学数学与统计学院；
莫大-北理-深北莫应用数学联合研究中心

日程安排
May 20
	9:00-18:00
	Registration & discussion 

	18:00-19:30
	Dinner


May 21
	around 8:40
	Bus from hotel

	Host：Ye Zhang

	9:10-9:30
	Opening remarks
Prof. Ye Zhang, SMBU
Prof. Zhigang Yao, NUS
Group photo

	Host：Ye Zhang

	09:30-10:00
	Sun Saifei, City University of Hong Kong, 
“Fixed-domain asymptotics for covariance parameters in Gaussian process models with nugget”

	10:00-10:30
	Rong Tang, Hong Kong University of Science and Technology, 
“Adaptivity of diffusion models to manifold structures”

	10:30-11:00
	Coffee break

	Host：Zhigang Yao

	11:00-11:30
	Xinzhou Guo, Hong Kong University of Science and Technology, 
“Inference on Potentially Identified Subgroups in Clinical Trials” 

	11:30-12:00
	Binyan Jiang, Hong Kong Polytechnic University,
”A two-way heterogeneity model for dynamic networks” 

	12:15-14:00
	Lunch

	Host：Binyan Jiang

	14:00-14:30
	Lian Heng, City University of Hong Kong,
 “On Linear Convergence of ADMM for Decentralized Quantile Regression”

	14:30-15:00
	Lucy Xia, Hong Kong University of Science and Technology, 
“Fairness-adjusted Neyman-Pearson Classifiers”

	15:00-15:30
	Liyan Xie,  Chinese University of Hong Kon，Shenzhen,
“Integrating privacy enhancements with dynamic community detection”

	15:30-16:00
	Coffee break

	Host：Heng Lian 

	16:00-16:30
	Yunyi Zhang, Chinese University of Hong Kong，Shenzhen, 
“Bootstrap-assisted inference for weakly stationary time series”

	16:30-17:00
	Zhenxing Guo, Chinese University of Hong Kong， 
Shenzhen, 
“scCTS: identifying the cell type specific marker genes 
from population-level single-cell RNA-seq”


	16:30-17:30
	Discussion

	18:00-19:30
	Dinner
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会议报告和摘要
(按报告顺序排序)
Fixed-domain asymptotics for covariance parameters in Gaussian process models with nugget

Saifei Sun 
City U

Abstract: Gaussian process models typically contain finite dimensional parameters in the covariance function that need to be estimated from the data. Fixed-domain asymptotics is studied for the covariance parameters in Gaussian process models that are observed with measurement error and irregularly spaced design sites. The Gaussian process models are assumed to have smooth mean functions and isotropic covariance functions belonging to powered exponential, Matern, or generalized Wendland class, which have many applications in spatial statistics. Under fixed-domain asymptotics, consistent estimators are proposed for three microergodic parameters, namely the nugget, the smoothness parameter, and a parameter related to the coefficient of the principal irregular term of the covariance function. Upper bounds to the convergence rate of these estimators are also established.

Adaptivity of diffusion models to manifold structures

Rong Tang
HKUST
 
Abstract: Empirical studies have demonstrated the effectiveness of (score-based) diffusion models in generating high-dimensional data, such as texts and images, which typically exhibit a low-dimensional manifold nature. These empirical successes raise the theoretical question of whether score-based diffusion models can optimally adapt to low-dimensional manifold structures. While recent work has validated the minimax optimality of diffusion models when the target distribution admits a smooth density with respect to the Lebesgue measure of the ambient data space, these findings do not fully account for the ability of diffusion models to avoid the curse of dimensionality when estimating high-dimensional distributions. The aim is to consider two common classes of diffusion models: Langevin diffusion and forward-backwards diffusion. Both models can adapt to the intrinsic manifold structure by showing that the convergence rate of the inducing distribution estimator depends only on the intrinsic dimension of the data. Moreover, the considered estimator does not require knowing or explicitly estimating the manifold. It is also demonstrated that the forward-backwards diffusion can achieve the minimax optimal rate under the Wasserstein metric when the target distribution possesses a smooth density with respect to the volume measure of the low-dimensional manifold. 

Inference on Potentially Identified Subgroups in Clinical Trials

Xinzhou Guo
HKUST

Abstract: When subgroup analyses are conducted in clinical trials with moderate or high dimensional covariates, we often need to identify candidate subgroups from the data and evaluate the potentially identified subgroups in a replicable way. The classical statistical inference applied to the potentially identified subgroups, assuming the subgroups are the same as what we observe from the data, might suffer from bias issue when the regularity assumption that the boundaries of the subgroups are negligible is violated. In this paper, we propose a shift-based method to address nonregularity bias issue and combining it with cross-fitting and subsampling, develop a de-biased inference procedure for potentially identified subgroups. The proposed method is model-free and asymptotically efficient whenever it is possible, and can be viewed as an asymmetric smoothing approach. The merits of the proposed method are demonstrated by re-analyzing the ACTG 175 trial.

A two-way heterogeneity model for dynamic networks

Binyan Jiang
HK Poly U

Abstract: Dynamic network data analysis requires joint modelling individual snapshots and time dynamics. This paper proposes a new two-way heterogeneity model towards this goal. The new model equips each node of the network with two heterogeneity parameters, one to characterize the propensity of forming ties with other nodes and the other to differentiate the tendency of retaining existing ties over time. Though the negative log-likelihood function is non-convex, it is locally convex in a neighborhood of the true value of the parameter vector. By using a novel method of moments estimator as the initial value, the consistent local maximum likelihood estimator (MLE) can be obtained by a gradient descent algorithm. To establish the upper bound for the estimation error of the MLE, we derive a new uniform deviation bound, which is of independent interest. The usefulness of the model and the associated theory are further supported by extensive simulation and the analysis of some real network data sets.

On Linear Convergence of ADMM for Decentralized Quantile Regression

 Heng Lian
City U

Abstract: The alternating direction method of multipliers (ADMM) is a natural method of choice for distributed parameter learning. For smooth and strongly convex consensus optimization problems, it has been shown that ADMM and some of its variants enjoy linear convergence in the distributed setting, much like in the traditional non-distributed setting. The optimization problem associated with parameter estimation in quantile regression is neither smooth nor strongly convex (although is convex) and thus it can only have sublinear convergence at best. Although this insinuates slow convergence, we show that, if the local sample size is sufficiently large compared to parameter dimension and network size, distributed estimation in quantile regression actually exhibits linear convergence up to the statistical precision.

Fairness-adjusted Neyman-Pearson Classifiers

Lucy Xia
HKUST

Abstract: Automated algorithmic decision-making is an essential process for many organizations, and developing efficient statistical methods for this purpose is a top priority. However, achieving organizational efficiency is a complex task since multiple aspects need to be optimized simultaneously. These aspects include algorithmic fairness, i.e., minimizing systemic bias against certain disadvantaged social groups, and economic efficiency, i.e., minimizing the cost induced by incorrect decisions.
To address these targets, we utilize a dual-focused Neyman-Pearson (NP) classification paradigm that seeks minimal type II error under simultaneous control over both the type I error and fairness bias. Leveraging an LDA model, we develop a new oracle framework for dual-focused NP classification, which is a first of its kind. Our proposed finite-sample-based classifiers satisfy both the fairness and type I error constraints with high probability at the population level. We also derive oracle bounds on the excess type II error. Notably, our new classifier does not require sample splitting, which was necessary for most existing NP methods, leading to further increased data efficiency. Numerical and real data analyses demonstrate its superior performance.

Integrating privacy enhancements with dynamic community detection

Liyan Xie
CUHK-shenzhen

Abstract: In the evolving landscape of online communities, safeguarding user privacy while accurately detecting dynamic changes presents a critical challenge. We study the private online community detection problem by integrating edge differential privacy (DP) within the framework of a censored block model (CBM). We explore the fundamental tradeoffs between the privacy budget, detection performance, and exact community recovery of community labels. Our proposed algorithm can identify changes in the community structure while maintaining user privacy. We also establish a new information-theoretic lower bound on the delay in detecting community changes privately. This work not only advances the study of dynamic community detection in a private setting, but also highlights the potential for incorporating advanced machine learning and generative AI tools to enhance the privacy and efficacy of statistical methods in community detection.

Bootstrap-assisted inference for weakly stationary time series

Yunyi Zhang
CUHK-shenzhen

Abstract : The literature often adopts two types of stationarity assumptions in the analysis of time series, i.e., the weak stationarity, suggesting that the mean and the autocovariance function of a time series are time invariant; and strict stationarity, indicating that the marginal distributions of the time series are time invariant. While the strict stationarity assumption is vital from theoretical aspect, it is hard to verify in practice. On the other hand, the weak stationarity is relatively feasible to ensure and verify, as it only relies on the second--order structures of the time series. Concerning this, while sorts of weak stationarity assumptions are typically adopted in time series modeling, statisticians may want to avoid relying on strict stationarity assumptions during statistical inference.
This presentation focuses on the analysis of quadratic forms within a weakly, but not necessarily strictly stationary (vector) time series. In the context of scalar time series, it establishes the Gaussian approximation for quadratic forms of a short--range dependent weakly stationary scalar time series. Building upon this result, it derives the asymptotic distributions of the sample autocovariances, the sample autocorrelations, and the sample autoregressive coefficients. Transitioning to vector time series, this presentation tackles statistical inference within high--dimensional vector autoregressive models with white noise innovations. Given the complicated covariance structures inherent in non-stationary time series, this presentation adopts the dependent wild bootstrap method to facilitate statistical inference. Numerical results verifies the consistency of the proposed theories and methods.
Strict stationarity is hard to ensure and verify for a real--life dataset. Therefore, our work should be able to assist statisticians in capturing the inherent non--stationarity of real--life time series.
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