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Geological fault detection at high precision and resolution is the key for fine structure and
reservoir modeling (Di et al., 2017; Wang et al., 2018). Previous studies using neural networks for
fault segmentation mainly focus on the local features of the targets (Huang et al., 2017; Zheng et al.,
2014) and train the networks using synthetic datasets (Cunha et al., 2020; Wu et al., 2019). To
increase the fault segmentation resolution only using a limited amount of seismic field data, we
propose an adversarial neural network architecture for high-resolution identification of faults
(FaultAdvNet) taking advantage of global feature fusion. The architecture consists of (1) a light-
weight segmentation module (~0.49M parameters), (2) a feature fusion module considering
reflectors of both faults and surrounding stratums, and (3) a discriminator module acting as a
regularization term. Case studies using seismic field data from the Gulf of Mexico showed an
overwhelming performance improvement of the FaultAdvNet when compared with other fault
detection methods. The FaultAdvNet picks all the faults with significantly high confidence and low
prediction risk. The predicted faults of the FaultAdvNet are in good continuity and show clear
boundary with fault probability values mainly range from ~0.95 to 1. Saliency analysis also suggests
that the FaultAdvNet can focus on the target at a significantly higher resolution (dozens of meters).
Functionality experiments verify the mechanisms of the feature fusion module and the discriminator
module in FaultAdvNet. We consider that a neural network (like the discriminator) can serve as a
data-driven regularization term to constrain the target network (the segmentation network) efficiently,

especially given a limited amount of seismic data.

Uy ] LU 75 BRI 15 I Z FRRE #(#7 / Beem ocenarowum evicmynums ¢ 0OKIA0aMU HA
cemunape npocvba oopawamoucs k Yncany E ye.zhang@smbu.edu.cn



mailto:ye.zhang@smbu.edu.cn

EE KB R BN
FEZ W IE SAE T R A Bl B IRAE F R S AR, R KR S N T
RE L EAE, KEFE RSB R E AR K. 2013 FREXA L F ER 7

B B, 2016 FARE R A AR ARG H B HRITUE 558, 2018 E3R[E 5 5 A
W Rl H BB

Ly ] F LU 7 B IR 7 I I I Z SR 218 / Beem oicenaiowum 6blcmynumo ¢ 0OKIG0AMU HA
cemunape npocvba oopawamoucs k Yncany E ye.zhang@smbu.edu.cn


mailto:ye.zhang@smbu.edu.cn

